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Medical imaging datasets
● Zero-shot methods completely fail on the unseen domain.
● GCPL and CoMPLe significantly boosts performance over prior SoTA.

Fine-grained natural image datasets
● Mostly observe high gains over prior few/zero-shot methods. 

Competitors: existing VLM adaptation paradigms 

Datasets: (a) fine-grained natural images; (b) medical images; (c) abstract patterns

CoMPLe: Contrastive Multi-Class Prompt Learning Few-shot Diffusion Classifier

(please refer to paper for details.)

● Conditioning signal c is derived from 
few-shot learned [CLASS] prompts 
⇒ few-shot diffusion classifier!

Inference pipeline after training

● ELBO approximation for LDMs:

● Bayes’ theorem gives us:

● Simplifying using ELBO:

● Inject learnable [CLASS] token via handcrafted 
prompt into CLIP (only this token is trainable!)

● Use it to condition a T2I LDM, optimizing L2 
loss w.r.t. the few-shot support set.

Extends GCPL to multi-class setting – all class prompts are jointly optimized by 
additionally enforcing divergence of the noise predictions across other classes.

● Prompt learning 
is very noisy for 
unseen domain 
(i.e. medical 
datasets) – as 
seen from high 
variances.

● GCPL and 
CoMPLe are lot 
consistent and 
robust across 
unseen domains.

Limitations of CLIP-based representations
● Fine-grained category names are often highly dataset-specific that lack in semantic visual cues
● CLIP’s knowledge is about natural visual content, cannot be adopted directly to unseen domains
● Visual concepts that are hard to describe by language (e.g. fractal patterns, abstract imagery) 

yield spurious representations from CLIP during prompting

Core underlying issue: Suboptimality of raw CLIP representations, which often lack fine-grained 
visual semantic awareness. We use Generative Models to capture fine-grained visual information!

Contributions
● We propose a generative class prompt learning (GCPL) baseline, leveraging 

pre-trained diffusion models to tackle CLIP’s limitations.
● GCPL explicitly conditions CLIP class embeddings with fine-grained visual 

semantic knowledge via generation-aided learning.
● We further extend it, advocating for learning stronger vision-induced textual 

representations with inter-class discriminative knowledge.

To our best knowledge – one of the first attempts to introduce 
generation guided prompting for few-shot VLM adaptation!
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